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Abstract

This work examines the variability in grain boundary segregation measurements in proton irradiated iron±chro-

mium±nickel alloys made using Auger electron spectroscopy (AES) and scanning transmission electron microscopy

with energy dispersive X-ray spectroscopy (STEM-EDS). Variability occurs in segregation measurements made on

di�erent boundaries in the same sample and made on di�erent samples irradiated under the same conditions. Variability

occurs in each measurement technique, but is greater for AES. A portion of the greater variability in the AES mea-

surements occurs because only the concentrations calculated from AES measurements are sensitive to changes in the

shape of the energy intensity peak. A statistical analysis technique for testing the consistency of experimental conditions

demonstrated that the variability is not attributable to uncertainty in irradiation temperature, dose, or material con-

dition. Finally, the analysis of grain boundary composition distributions in Fe±20Cr±9Ni indicates that attempts to

minimize environmental cracking by controlling grain boundary composition need to focus on both the average grain

boundary compositions and the shape of the concentration distributions. Ó 2000 Elsevier Science B.V. All rights

reserved.

1. Introduction

Radiation-induced segregation (RIS) at grain

boundaries in iron±chromium±nickel alloys is impor-

tant because of its implications to irradiation-assisted

stress corrosion cracking in water reactors [1±9]. To

better understand the segregation process, a broad

study of RIS in proton irradiated austenitic iron±

chromium±nickel alloys was performed [10]. In the

study, grain boundary composition was measured using

both Auger electron spectroscopy (AES) and scanning

transmission electron microscopy with energy disper-

sive X-ray spectroscopy (STEM-EDS). Grain boundary

composition measurements were found to vary between

boundaries in the same sample and between samples

with the same processing and radiation history. Since

cracking susceptibility may be related to grain bound-

ary composition, an understanding of this variability is

important.

Scatter in measurement of grain boundary segrega-

tion can be caused by three factors: extrinsic sample

history e�ects such as di�erences in preparation or ir-

radiation dose or temperature; intrinsic material e�ects

such as alloy composition, grain boundary orientation,

and elemental di�usivity; and measurement uncertain-

ties such as spectral interpretation, analysis beam qua-

lity, or sample contamination. Extrinsic sample history

e�ects can contribute to di�erences in the measured

segregation. If samples are unintentionally irradiated at

di�erent temperatures, to di�erent doses, or do not have

the same starting condition due to di�erences in pro-

cessing, the measured segregation is expected to be dif-

ferent. To ensure that experimental conditions are

consistent between samples, the temperature and

dose are measured during irradiation. Additionally,
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post-irradiation statistical analysis of bÿdecay can be

performed to con®rm that di�erences in experimental

condition did not lead to di�erences in segregation.

Intrinsic material e�ects can alter the segregation

process, creating scatter in measured grain boundary

segregation. Briant [11] previously described the vari-

ability in grain boundary segregation in non-irradiated

materials. Using grain boundary compositions measured

with AES, he noted that scatter on a single boundary is

much smaller than scatter between boundaries in the

same sample. Boundary-to-boundary comparisons re-

vealed that the majority of the segregation lies within

�30% of the average value. Briant analyzed ®ve di�erent

sources of variation: angular variations among di�erent

grain boundary facets with respect to the cylindrical

mirror analyzer, variations produced by the fracture

process, variations which result from compositional in-

homogeneity within the matrix, variations caused by not

allowing segregation to reach equilibrium, and varia-

tions caused by di�erences in grain boundary structure.

He showed that angular variations with respect to the

analyzer did not contribute signi®cantly to composi-

tional variation and that while fracture does introduce a

small amount of scatter in the measurements, it is not

su�cient to account for all of the compositional varia-

tion. Briant postulated that compositional inhomoge-

neity, non-equilibrium segregation, and di�erences in

grain boundary structure could all contribute signi®-

cantly to compositional variation. Similar mechanisms

could also a�ect segregation in irradiated alloys. Com-

positional inhomogeneity and variable grain boundary

structure can occur in any alloy. Since RIS is a non-

equilibrium process, an equilibrium state is never

reached, rather a steady-state condition is eventually

achieved. Variation in grain boundary composition can

be caused by di�erences in the rate of approach to steady

state.

Carter et al. [12] examined the di�erence between

AES and STEM-EDS by analyzing ultra-high purity

stainless steel irradiated with protons. They outlined

the limitations of each method that can produce

variability.

In STEM, errors in measurement can arise due to

electron beam broadening in the foil, inaccurate mea-

surement of foil thickness, insu�cient counting time

(poor statistics), sample drift during spectrum collection,

contamination by surface ®lms, improper accounting for

spurious radiation, and the lack of a su�cient number of

spectra to average boundary-to-boundary variations in

composition. Errors in AES measurements occur due to

the overlap of peaks from di�erent elements, insu�cient

counting time (poor statistics), improper alignment of

the grain facet relative to the cylindrical mirror analyzer,

improper identi®cation of intergranular (IG) facets,

fracture near but not in the grain boundary plane, pre-

cipitation of grain boundary phases, unequal distribu-

tion of impurities between the two fracture surfaces,

sample drift during analysis, the lack of a su�cient

number of spectra to average boundary-to-boundary

variations in composition, and contribution from several

atom layers due to the ®nite Auger electron escape

depth.

Carter et al. showed that AES consistently measures

1±3 at.% more chromium depletion than STEM-EDS

and that this di�erence was expected from the di�erence

in the resolution of the techniques. Although Carter

provided a detailed analysis of di�erences in average

segregation measured using each technique, a detailed

analysis of the scatter using each technique was not

performed.

In this work, an additional explanation, based on

peak shape e�ects, is provided for the greater scatter in

AES measurements as compared to STEM-EDS mea-

surements. Additionally, a statistical analysis technique

is presented to examine the e�ect of radiation history

on variability in grain boundary composition. This

analysis will show that variability in measured segre-

gation between proton irradiated samples is not caused

by systematic di�erences in irradiation conditions. Fi-

nally, a statistical analysis is used to examine how

variability in segregation in an Fe±20Cr±9Ni alloy can

a�ect material properties such as environmental

cracking and swelling.

2. Experiment

In previous related studies, grain boundary com-

positions were measured using AES on four alloys: Ni±

18Cr, Ni±18Cr±9Fe, Ni±18Cr±0.08P, and Fe±20Cr±9Ni

at temperatures between 200°C and 500°C and

doses between 0.1 and 1.0 dpa [10]. For Ni±18Cr and

Ni±18Cr±9Fe, grain boundary compositions were

also measured using STEM-EDS for samples irradiat-

ed at 400°C to doses from 0.1 to 1.0 dpa. AES and

STEM-EDS measurements were also taken on unirra-

diated grain boundaries for the respective alloys. In all,

over 800 grain boundary composition measurements

have been made. The details of the irradiation and

analysis procedure are described in detail in

Refs. [8,13].

This paper will examine how measurement technique

and material condition (caused by experimental tem-

perature and dose) a�ect segregation variability and

examine the e�ect of this segregation variability on

material properties such as irradiation assisted stress

corrosion cracking (IASCC) and void swelling. A brief

description of composition determination using AES

and STEM-EDS is provided below. Three di�erent sta-

tistical measures will be used to examine variability in

grain boundary composition measurements. A descrip-

tion of each statistical technique follows.
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2.1. AES measurements

AES samples were analyzed in a Phi 660 scanning

Auger microprobe (SAM) located at Ford Research and

Development Center, Dearborn, MI. The grain bound-

aries chosen to be analyzed were located away from the

surface to minimize the e�ect of surface segregation and

oxidation during irradiation. The grain facets analyzed

were at least 5 lm in diameter to allow for some sample

drift while maintaining the microprobe on the grain

facet. The electron beam was rastered over an area

typically one half the area of the grain boundary facet

and spectra collected from the entire area of beam ras-

ter. All energy intensity spectra (frequency of Auger

electrons detected in each energy band) were collected

using an electron beam energy of 10 keV. Samples were

analyzed in the multiplex mode of the SAM, scanning

for Fe, Cr, Ni, P, C, and O as appropriate for the sample

being analyzed. C and O were analyzed to monitor the

status of contamination to the exposed grain boundary

facets. Because of overlap between the 529 eV Cr peak

and the 513 eV O peak, data collection for each sample

was terminated if the calculated O concentrations ap-

proached 15±20 at.%, limiting data collection to between

8 and 20 grain boundaries per sample for an analysis

period of about 2 h. Damcott et al. [8] showed that the

measured oxygen concentration can reach levels of

around 20 at.% without causing a measurable change in

measured chromium concentration.

In AES, the grain boundary concentration is calcu-

lated from the measured energy intensities using the

following relationship [14]:

Ci � Ii=kiP�I=k� ; �1�

where I is the intensity of the signal for element i (as

determined by the peak-to-peak height of the di�eren-

tiated AES spectra) and k is the relative sensitivity fac-

tor. In AES, intensity pro®les were not used to directly

calculate concentrations. Because of the large back-

ground signal of backscattered and secondary electrons

present at the detector in a scanning Auger microprobe,

the intensity peaks of the Auger electrons can be di�cult

to discern. Therefore, the intensity pro®le is di�erenti-

ated with respect to energy to highlight the Auger peaks,

and the peak-to-peak height of the di�erentiated spec-

trum is used as a measure of the intensity of each peak.

The peak-to-peak height of the di�erentiated spectrum is

assumed to be proportional to the area under the in-

tensity pro®le (this relationship is exact if the intensity

pro®le is Gaussian in shape). If the AES intensity peaks

change shape from boundary-to-boundary, use of the

di�erentiated peak-to-peak height may generate greater

uncertainty when calculating concentrations.

2.2. STEM-EDS measurements

STEM-EDS was performed at Oak Ridge National

Laboratory using a Phillips EM400T/FEG equipped

with an EDAX 9100/70 EDS system. An accelerating

voltage of 100 kV was used. STEM-EDS measurements

were performed at the grain boundary and at increments

of 2.5 nm away from the boundary to yield composition

pro®les. The incident probe thickness was 2 nm (full

width, tenth maximum). The sample is tilted toward the

X-ray detector and each grain boundary analyzed is

aligned such that the boundary is Ôedge-onÕ (parallel to

the electron beam). This placement ensures that the

measured X-ray intensity has equal contributions from

both sides of the boundary. The grain boundary is lo-

cated by placing the electron probe in a position that

generates equal portions of the di�raction patterns from

each side of the boundary. Data acquisition lasted for

100 s of detector live time with X-ray counting rates of

1000±2000 counts per second.

The concentration is calculated from the relative

intensities for each element. For the alloys in this study,

X-ray intensities were collected for the Ka peaks of Fe

(7.114 keV), Cr (5.989 keV), and Ni (8.333 keV). The

ratio of the concentration of two atoms is proportional

to the ratio of the measured intensities, with the pro-

portionality constant known as the k-factor

CA

CB

� kAB

IA

IB

and
CB

CC

� kBC

IB

IC

: �2�

Assuming that

CA � CB � CC � 1; �3�
(no other elements exist), the concentrations are calcu-

lated by simultaneously solving Eqs. (2) and (3). To

calculate the k-factors, concentrations in the bulk of the

material, away from the grain boundary, are measured.

The k-factor is chosen such that this bulk concentration

measurement corresponds to the bulk concentration as

measured by electron microprobe:

kAB � Cmicroprobe
A

Cmicroprobe
B

ISTEM-EDS
B

ISTEM-EDS
A

: �4�

A separate k-factor is calculated for each irradiated

TEM disk.

2.3. Statistical analysis techniques

Di�erences in sample-to-sample averages will be ex-

amined using t-tests and di�erences in sample-to-sample

variance will be examined using F-tests. Both t- and F-

tests are used to examine the statistical signi®cance of

di�erences in measured segregation. Statistically signi®-

cant di�erences in measured segregation are a motive

for further examination of the measurements and
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experiment. Shapes of distributions will be examined

using kurtosis and CDFs as the analysis tools. RIS has

been implicated as a contributor to stress corrosion

cracking and void swelling susceptibility. In determining

the e�ect of RIS, both the average segregation and the

distribution about the average are important. The use of

kurtosis as a measure of spread from the mean and the

relationship to stress corrosion cracking and void

swelling will be examined in a later section. Each of

these tests are described below.

2.3.1. Comparison of means

The di�erences in average grain boundary concen-

tration between samples can be examined statistically.

Speci®cally, the sample averages can be tested to deter-

mine if su�cient evidence exists to indicate that they are

not from the same sample population (same alloy,

temperature, and dose). For data sets where each sample

average is drawn from a small number (typically less

than 30 of grain boundary measurements, the Student's

t-distribution is appropriate [15]. The Student's t-distri-

bution is given in Fig. 1(a) which plots the t-distribution

along with the more familiar normal distribution (the

normal distribution would be appropriate for large

sample sizes).

The di�erence between two sample means are com-

pared as follows. The null hypothesis H0 is de®ned as the

two sample means being equal

H0 : l1 � l2; �5�

where l is the sample mean. To test the null hypothesis, a

test statistic b is calculated and compared to the t-dis-

tribution. The test statistic b is a measure of the

di�erence between averages relative to the spread of the

measurements. The test statistic b is de®ned as

b � y1 ÿ y2

s
������������
1
n1
� 1

n2

q ; �6�

where y is the sample average, s the pooled estimator of

the standard deviation (pooled indicating that both

samples are used to determine the standard deviation),

and n is the number of measurements contributing to

each sample average. The test statistic b is large if the

di�erence between sample averages is large compared to

the spread in the measurements. When calculating s,

each set of measurements is assumed to have the same

standard deviation and the best estimate of the popu-

lation standard deviation is the pooled estimate from

both sample sets. This estimator is based on the sum of

squares errors and is de®ned as

s2 �
Pn1

i�1 yi ÿ y1� �2 �Pn2

i�1 yi ÿ y2� �2
n1 � n2 ÿ 2

: �7�

If the di�erence between the sample means (y1 ÿ y2) is

large compared to the standard deviation (s), then sta-

tistically, the sample averages are not equal.

For each comparison of sample means, the test sta-

tistic b is calculated and compared to a t-distribution.

From the t-distribution, a con®dence interval is de®ned

(for instance a 95% con®dence interval) and the values

�ta (where a� 5%) which de®ne the boundaries of the

con®dence interval are calculated (see Fig. 1(b)). If the

test statistic b falls outside the region of con®dence

(b < ÿta=2 or b > ta=2), then we reject the hypothesis that

the sample averages are equal. For this work, a 95%

con®dence interval is used for all calculations.

2.3.2. Comparison of variance

In samples of the same material, with the same pro-

cessing and radiation history, the spread of measure-

ments about the average should be similar. Di�erences

in the variance indicate dissimilar histories. Sample-to-

sample di�erences can be statistically examined by

comparing the variance of each sample. The standard

test for comparing the variance of two di�erent samples

is the F-test [15]. An example of the F-distribution is

given in Fig. 2. Similar to the t-distribution tests, we test

the null hypothesis that the variances of two samples are

equal

H0 : r2
1 � r2

2; �8�

where r is the population standard deviation. The F-test

compares the ratio of the sample variance (the variance

is the square of the standard deviation). The test statistic

U is de®ned as the ratio
Fig. 1. (a) The Student's t-distribution. (b) The Student's

t-distribution showing the rejection region (shaded areas).
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U � s2
1

s2
2

; �9�

where s is the standard deviation for a single sample. If

s1 is much larger than s2, the test statistic U will be large.

A con®dence interval in the F-distribution is de®ned (a

95% con®dence interval is used). If the test statistic U
falls outside the limits de®ned by the con®dence interval

(�Fa=2) (where a� 5%), the null hypothesis that the

sample variances are equal is rejected.

2.3.3. Kurtosis and the cumulative distribution function

Information about the e�ects of segregation can be

gained by looking at the distribution of concentration

measurements. The concentration measurements can be

plotted on a histogram, showing the relative frequency

at which certain concentration measurements occur.

Fig. 3(a) shows three di�erent distributions (probability

density functions), a normal distribution, a ¯at (or uni-

form) distribution, and a distribution more sharply

peaked than the normal distribution. The degree of

peakedness of a distribution is known as the kurtosis (or

moment of kurtosis, a4). The kurtosis is de®ned

mathematically as

a4 �
PN

j�1 Xj ÿ �X
� �4

Nr4
; �10�

where N is the number of measurements, Xj the indi-

vidual measurements, �X the mean concentration, and r
is the standard deviation. The larger the kurtosis, the

more sharply peaked is the distribution. For two distri-

butions with the same variance, a more positive kurtosis

indicates that more cases cluster about a central point

with more observations straggling into the extreme tails

of the distribution. In many cases, the kurtosis is re-

ported relative to a normal distribution, which has a

moment of kurtosis equal to 3.

The kurtosis is important in that it is related to the

probability that a measured concentration is less than or

greater than a critical value (e.g., a minimum grain

boundary chromium concentration below which crack-

ing will occur). This can be seen by plotting the cumu-

lative distribution function (CDF), which is the integral

of the probability density function. The CDF provides

the probability that a measurement is less than a certain

value. The CDFs for the distributions in Fig. 3(a) are

plotted in Fig. 3(b). For distributions ¯atter than a

normal distribution (the Ô¯at distributionÕ in Fig. 3(a)), a

greater number of measurements are located far from

the mean. For a negative value of the random variable z,

a larger fraction of measurements are less than z in the

¯at distribution. For a positive value of the random

variable z, a larger fraction of measurements are greater

than z in the ¯at distribution. For the distribution that is

more peaked than the normal distribution, fewer mea-

surements are found far from the mean.

Fig. 3. (a) Probability density functions for a ¯at, normal, and

peaked distribution. (b) Cumulative distribution functions for

the PDFs in Fig. 1(b).

Fig. 2. The F-distribution showing the rejection region (shaded

area).
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3. Variability in measured grain boundary concentration

Fig. 4 shows the measured (using AES) grain

boundary chromium composition for the Ni±18Cr alloy

irradiated at 400°C as a function of dose. The individual

measurements, along with the sample averages are

shown. The data from di�erent samples at each dose are

separated for clarity. Data points along a vertical line

are all measurements from the same sample and repre-

sent the boundary-to-boundary scatter within a single

sample. The uncertainty bars indicate the standard de-

viation for the sample. For each dose, composition

measurements are provided from at least two separate

samples. Considerable scatter exists in average grain

boundary composition for samples irradiated at the

same dose. This scatter is typical for all of the alloys

examined. Fig. 5 shows the grain boundary chromium

composition, as measured using AES and STEM-EDS,

for the Ni±18Cr alloy irradiated at 400°C as a function

of dose. The AES measurements are the same as plotted

in Fig. 4. The scatter is generally larger in the AES

measurements. Larger scatter in the AES measurements

is typical for all the alloys examined. The F-test can be

used to statistically substantiate the larger scatter in

AES measurements. Table 1 compares the variance be-

tween AES and STEM-EDS measurements for the Ni±

18Cr and Ni±18Cr±9Fe alloys. The variance calculated

from AES measurements is always greater than or equal

to that of the STEM-EDS measurements.

4. Variability due to analysis instrument (measurement

uncertainties)

The data scatter in AES measurements is typically

larger than the scatter in STEM-EDS measurements.

The di�erence in variability between AES and STEM±

EDS measurements can be understood in the context of

how compositions are computed in each technique. Of

the two techniques, the AES concentration calculation,

Fig. 4. Grain boundary chromium composition, as measured

using AES, for the Ni±18Cr alloy irradiated at 400°C as a

function of dose. The data from di�erent samples at each dose

are separated for clarity.

Fig. 5. Grain boundary chromium composition, as measured

using AES and STEM-EDS, for the Ni±18Cr alloy irradiated at

400°C as a function of dose.

Table 1

Statistical analysis of sample variance between AES and STEM-EDS measurements in the Ni±18Cr and Ni±18Cr±9Fe alloys

Irradiation

condition

STEM-EDS

variance

AES

variance

Test

statistic U
Con®dence interval

Fa (95%)

Is the AES variance statistically

di�erent than the STEM-EDS (U > Fa)

Ni±18Cr (temp., dpa)

0 0.38 0.50 1.32 2.51 Statistically equal

400°C, 0.1 0.97 2.75 2.83 1.95 AES variance greater

400°C, 0.3 2.15 2.06 1.05 1.79 Statistically equal

400°C, 0.5 2.67 2.62 1.02 1.63 Statistically equal

400°C, 1.0 1.02 3.66 3.61 2.29 AES variance greater

Ni±18Cr±9Fe

0 0.56 0.73 1.30 2.37 Statistically equal

400°C, 0.1 0.78 1.38 1.76 1.98 Statistically equal

400°C, 0.3 0.67 3.22 4.81 2.10 AES variance greater

400°C, 0.5 1.96 1.46 1.34 1.87 Statistically equal

400°C, 1.0 0.59 2.48 4.17 1.98 AES variance greater
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which uses the derivative of the intensity spectra to

calculate concentrations, is far more sensitive to inten-

sity peak shape. Small changes in the peak shape (pos-

sibly due to di�erences in sample-detector geometry,

chemical e�ects, or inadequate counting statistics) can

have a signi®cant e�ect on the calculated concentration.

In contrast, only the area under the intensity curve is

used to calculate the concentration from the X-ray in-

tensity using STEM-EDS, making the calculation less

sensitive to peak shape.

To illustrate the e�ect, Fig. 6(a) shows two Gaussian

pro®les and Fig. 6(b) shows the di�erentiated spectra of

the Gaussians in Fig. 6(a). The height and width of the

two Gaussian pro®les are di�erent, but the areas under

each of the Gaussian curves are equal. For a 0.1 eV (3%)

di�erence in width, the height of the narrower pro®le is

approximately 3% larger. As the di�erentiated pro®les

show, the wider the intensity pro®le, the smaller the

peak-to-peak height in the di�erential spectra. The

0.1 eV di�erence in width of the Gaussian pro®les leads

to a 5% di�erence in peak-to-peak height of the di�er-

entiated pro®les. Thus, if peak-to-peak heights of the

di�erentiated curves are used to determine the intensity,

as in AES measurements, then the narrower Gaussian

gives a larger intensity. However, if areas under the in-

tensity curve are used to calculate X-ray intensity, as in

STEM-EDS calculations, then both curves in Fig. 6(a)

would give the same intensity.

Chemical e�ects, di�erences in sample-detector ge-

ometry, or inadequate counting statistics may cause

small changes in peak shape. For example, the propor-

tionality between the peak-to-peak height and the area

under the intensity pro®les is not exact if the peak shape

di�ers from the standard peak used to calculate the

sensitivity factors. This di�erence can occur if the shape

of the intensity pro®le is a�ected by chemical interac-

tions between atoms in the lattice. Such problems have

been observed when measuring an element present in a

thin ®lm [16]. In addition, since the energy loss through

the lattice varies with the energy of the particular Auger

electron, the structure of the grain boundary and the

shape of the grain boundary facet can alter the shape of

the intensity pro®le for the emitted electrons. These

surface roughness e�ects can change the measured in-

tensity in two ways [17]. As the angle between the inci-

dent electron beam becomes more grazing, the number

of emitted Auger electrons increases, because more

Fig. 6. (a) Two Gaussian pro®les centered on 530 eV. The

width of the two pro®les (expressed as the standard deviation r)

are di�erent, but the area under the curves are equal. The av-

erage energy (lE) for both curves is 530 eV. (b) The curves from

Fig. 4(a), di�erentiated with respect to energy. The peak-to-

peak heights are not equal.

Fig. 7. (a) The intensity pro®les and di�erentiated intensity

pro®les for Cr from two areas on the same grain boundary.

(b) The intensity pro®les and di�erentiated intensity pro®les for

Ni from two areas on the same grain boundary.
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ionization occurs within the escape depth of the Auger

electrons. This e�ect depends on the elements in the al-

loy because the Auger electron energy is element de-

pendent. Also, as the angle between the surface normal

and the detector increases, fewer electrons are collected

at the detector. Finally, insu�cient counting times,

which give incomplete statistics, can alter the shape of

the intensity pro®le.

As an example of peak shape e�ects in actual mea-

surements, two measurements were taken jointly on

di�erent locations of the same boundary in a sample of

the Ni±18Cr alloy. The intensity pro®les and the di�er-

ential pro®les are given in Fig. 7(a) for Cr and 7(b) for

Ni. As the ®gures show, Location 2 has broader peaks

than Location 1. This di�erence shows up as smaller

peak-to-peak height di�erences in the di�erential spec-

tra. The di�erence in peak shape is not the same for the

Cr and the Ni peaks. While the di�erence in Cr peak

shape between the two areas is small, the Ni peak for

Location 2 is signi®cantly broader than the Ni intensity

pro®le for Location 1. As a result, the calculated Cr

concentration for Location 2 is about 0.4 at.% higher

Table 2

Statistical analysis of sample averages in the Ni±18Cr, Ni±18Cr±9Fe, Ni±18Cr±0.08P and Fe±20Cr±9Ni

Condition Sample average Test statistic b Con®dence

region ta (95%)

Are sample averages

statistically equal (b < ta)

Ni-18Cr (temp., dpa)

200°C, 0.5 15.15 14.12 2.28 2.056 No

300°C, 0.5 12.24 10.59 4.19 1.96 No

500°C, 0.5 13.76 11.81 2.14 2.08 No

400°C, 0.1 13.14 13.75 1.06 1.960 Yes

400°C, 0.3 12.63 11.03 3.83 1.960 No

400°C, 0.5 12.09 11.35 1.04 2.145 Yes

400°C, 0.5 12.09 9.76 3.37 2.086 No

400°C, 0.5 12.09 9.82 3.65 2.093 No

400°C, 0.5 12.09 8.98 5.01 2.093 No

400°C, 0.5 11.35 9.76 2.91 2.064 No

400°C, 0.5 11.35 9.82 3.10 2.069 No

400°C, 0.5 11.35 8.98 4.82 2.069 No

400°C, 0.5 9.76 9.82 0.13 2.045 Yes

400°C, 0.5 9.76 8.98 1.69 2.045 Yes

400°C, 0.5 9.82 8.98 1.99 2.048 Yesa

400°C, 1.0 11.53 9.32 4.14 1.960 No

Ni±18Cr±9Fe

0 18.1 17.8 0.57 2.228 Yes

400°C, 0.1 13.6 14.4 1.56 2.080 Yes

400°C, 0.3 13.7 14.5 1.14 2.080 Yes

400°C, 0.5 13.2 13.8 1.25 2.060 Yes

400°C, 1.0 13.3 14.3 1.89 2.052 Yes

500°C, 0.5 15.7 15.5 0.44 2.056 Yes

Ni±18Cr±0.08P

400°C, 0.5 8.65 8.65 0.005 2.074 Yes

Fe±20Cr±9Ni

400°C, 0.1 21.7 20.8 1.61 2.069 Yes

400°C, 1.0 15.8 17.7 4.05 2.060 No

400°C, 1.0 15.8 18.1 4.23 2.052 No

400°C, 1.0 15.8 16.5 1.57 2.060 Yes

400°C, 1.0 15.8 16.7 1.25 2.060 Yes

400°C, 1.0 17.7 18.1 0.60 2.064 Yes

400°C, 1.0 17.7 16.5 2.19 2.074 No

400°C, 1.0 17.7 16.7 1.39 2.074 Yes

400°C, 1.0 18.1 16.5 2.82 2.064 No

400°C, 1.0 18.1 16.7 1.94 2.064 Yes

400°C, 1.0 16.5 16.7 0.15 2.074 Yes

400°C, 3.0 8.72 9.42 0.99 2.069 Yes

a The samples with average Cr concentration of 9.82 and 8.98 at.% were originally a 4 mm TEM bar that was sectioned in half to make

two 2 mm AES sample bars.
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than that calculated for Location 1 (for a chromium

concentration of 10 at.%).

5. Variability due to material history (extrinsic e�ects)

Samples with the same nominal irradiation history

(irradiation dose, temperature, and sample preparation)

should yield a similar material condition and have similar

grain boundary concentrations. t-Tests can be used to

compare average concentrations measured in samples

with the same irradiation history. The results of t-tests

comparing average Cr concentration in Ni±18Cr, Ni±

18Cr±9Fe, Ni±18Cr±0.08P, and Fe±20Cr±9Ni samples

are listed in Table 2. For each irradiation condition,

samples that were irradiated to the same temperature and

dose are paired to perform the t-test (samples may or

may not have been irradiated on the same sample stage).

For instance, the ®rst line of Table 2 compares the

sample averages from two Ni±18Cr samples that were

irradiated at 200°C to 0.5 dpa. For Ni±18Cr irradiated at

400°C to 0.5 dpa, ®ve samples were irradiated. Therefore,

10 combinations of sample pairs are analyzed. For each

sample pair in Table 2, the sample averages, the test

statistic b, and the con®dence interval are listed. If the

test statistic b falls within the con®dence interval ta, then

the sample averages are statistically equal.

For Ni±18Cr±9Fe and Ni±18Cr±0.08P, all the sample

pairs are statistically equal. For Fe±20Cr±9Ni, the ma-

jority of sample pairs have statistically equal averages.

However, four of ten sample pairs irradiated to 1.0 dpa

show statistically di�erent averages. For Ni±18Cr, only

the 400°C, 0.1 dpa samples and four of ten pairs of the

400°C, 0.5 dpa samples have the same average grain

boundary concentration (the 400°C, 0.5 dpa samples

with average Cr concentrations of 9.82 and 8.98 at.%

were irradiated as a single sample which was subse-

quently cut in half to make two AES samples). Because

of the statistically signi®cant di�erences in sample av-

erage Cr concentration for Ni±18Cr, the sample tem-

perature and dose histories must be examined more

closely to determine if they can be the cause of the

variability.

A systematic di�erence in temperature or dose caused

by poor experimental control could lead to variability

between samples expected to have the same radiation

history. Because multiple samples are irradiated simul-

taneously, a systematic error would correspond with

position on the irradiation stage. Up to eight samples are

irradiated simultaneously on the irradiation stage (see

Fig. 8). Stage position is identi®ed by a number 1 through

8, with each stage position corresponding to a 2 mm wide

position on the stage. Stage positions 1 and 8 are the left

and right end positions, respectively, on the stage.

Examination of the sample position on the irradia-

tion stage for each of the Ni±18Cr AES sample bars

reveals an apparent systematic di�erence in segregation

behavior. Table 3 lists the sample average Cr concen-

trations and stage positions for all the sample pairs ir-

radiated on the same sample stage. For cases where the

sample averages are not statistically equal (200°C,

0.5 dpa; 300°C, 0.5 dpa; 500°C, 0.5 dpa and 400°C,

0.3 dpa), stage position 1 shows less depletion (larger

grain boundary Cr concentration) than position 5. The

smaller depletion at position 1 could be due to a sys-

tematic di�erence in dose or temperature across the ir-

radiation stage. The possibility of a systematic di�erence

in temperature or dose suggested by the statistical

analysis must be further investigated.

5.1. Dose e�ects

Di�erences in dose from sample-to-sample in the

same irradiation can be determined by counting the

post-irradiation bÿ activity. Table 3 shows the post-ir-

radiation bÿ counting for samples irradiated on the

same irradiation stage. If the lesser segregation at stage

position 1 was caused by a systematically lower dose

(possibly due to the beam being blocked by the aperture

or due to insu�cient beam overscan), then the post-ir-

radiation bÿ counting rate should always be smaller for

stage position 1. The counting data from Table 3 shows

that the total dose is not systematically lower for sample

position 1 compared to position 5.

Two more pieces of evidence indicate that di�erences

in segregation are not due to di�erences in dose. The

400°C, 0.5 dpa samples with average concentrations of

8.98 and 9.82 at.% are AES samples that were sectioned

from a single bar (and therefore had equal temperature

and dose histories). These samples have di�erences in

average grain boundary Cr concentration comparable to

samples irradiated in di�erent portions of the stage.

Fig. 8. Typical sample con®guration on the irradiation stage.
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Additionally, the 400°C, 0.5 dpa samples with average

grain boundary Cr concentration of 12.09 and 11.34

at.% indicate less segregation for the sample with larger

dose (higher post-irradiation bÿ count rate). Therefore,

a signi®cant di�erence in dose is not likely to be re-

sponsible for the sample-to-sample di�erences in average

grain boundary Cr concentration.

5.2. Temperature e�ects

The variability in segregation measurements between

stage positions 1 and 5 could be caused by a consistently

under- or over-heated location on the irradiation stage.

The e�ect of a systematic variation in temperature on Cr

depletion can be examined using Fig. 9, which plots

model calculations for the expected grain boundary Cr

concentration in Ni±18Cr as a function of temperature.

If the temperature of a sample in the 200°C irradiation

was actually lower than 200°C, the expected grain

boundary Cr concentration would be greater. Table 4

shows the e�ect of stage position 1 having a lower

temperature than stage position 5 for the 200°C, 0.5 dpa;

300°C, 0.5 dpa; 400°C, 0.3 dpa and 500°C, 0.5 dpa ir-

radiations. The second column gives the expected e�ect

on grain boundary Cr concentration if stage position 1

had a lower temperature than stage position 5. The third

column provides the measured di�erence. For the 500°C,

0.5 dpa samples, stage position 1 shows greater grain

boundary Cr concentration than stage position 5, con-

trary to the model predictions. Therefore, sample-to-

sample di�erences cannot be explained by a systematic

temperature di�erence across the stage.

Di�erences in irradiation temperature between sam-

ples are not expected to be responsible for the di�erences

in segregation because temperature data from thermo-

couple readings and pyrometer readings taken during

the irradiation indicated temperature di�erences of only

�10°C. An estimate of the variability in temperature

needed to explain the di�erences in Cr depletion from

sample-to-sample can be obtained from Fig. 9. The

di�erence in average grain boundary concentration from

300°C to 400°C is 1.6 at.% and from 400°C to 500°C is

Fig. 9. The e�ect of temperature on model predicted grain

boundary Cr concentration for a Ni±18Cr alloy. The minimum

concentration occurs near 400°C.

Table 4

E�ect of irradiation temperature on segregation in Ni±18Cr

Irradiation condition

(temp., dpa)

Expected e�ect on Cr concentration if

stage position 1 is at lower temperature

than stage position 5

Measured di�erence in Cr

concentration

200°C, 0.5 Crpos1 > Crpos5 Crpos1 > Crpos5

300°C, 0.5 Crpos1 > Crpos5 Crpos1 > Crpos5

400°C, 0.3 Crpos1 > Crpos5 Crpos1 > Crpos5

500°C, 0.5 Crpos1 < Crpos5 Crpos1 > Crpos5

Table 3

Irradiation conditions for the Ni±18Cr samples irradiated on the same sample stage

Irradiation

condition

(temp., dpa)

Average Cr

conc. for

sample 1

Average Cr

conc. for

sample 2

Sample 1

stage

position

Sample 2

stage

position

Sample 1 bÿ

count rate

(cpm)a

Sample 2 bÿ

count rate

(cpm)a

200°C, 0.5 15.15 14.12 1 5 822.4 � 9.1 < 1189.8 � 10.9

300°C, 0.5 12.24 10.59 1 5 730.8 � 8.5 > 701 � 8.4

500°C, 0.5 13.76 11.81 1 5 534.5 � 7.3 not counted

400°C, 0.1 13.14 13.75 1 5 194.6 � 4.4 < 207.2 � 4.6

400°C, 0.3 12.63 11.03 1 5 618.4 � 7.9 < 629 � 7.9

400°C, 0.5 12.09 11.35 5 8 665.8 � 8.2 > 335.2 � 5.8

400°C, 0.5 9.82 8.98 7,8b 7,8b 1345.4 � 11.6 1345.4 � 11.6

a Uncertainty in the counting rate calculated using rr �
�����������������������������������������������������������
counting rate=counting time

p
for a 10 min count.

b The samples with average Cr concentration of 9.82 and 8.98 at.% were originally a 4 mm TEM bar that was sectioned in half to make

two 2 mm AES sample bars.
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2.8 at.%. The measured di�erence in grain boundary Cr

concentration between sample pairs ranges from 0.7 to

3.1 at.%. Thus, explaining the di�erences in sample av-

erage using variations in temperature from sample-to-

sample would require temperature variations of nearly

25±100°C. Temperature di�erences of this magnitude

were not seen during irradiation. Finally, the samples

irradiated at 400°C to 0.5 dpa with average grain

boundary Cr concentrations of 8.98 and 9.82 at.% are

AES samples that were sectioned from an irradiated

TEM bar (and therefore had equal temperature and

dose histories). These samples have di�erences in aver-

age grain boundary Cr concentration comparable to

many samples irradiated in di�erent portions of the

stage. Therefore, sample-to-sample di�erences do not

appear to correlate with temperature.

5.3. Sample preparation history

Di�erences in sample-to-sample averages do not

correlate with experimental temperature or dose, so the

variability could be inherent to the material analyzed. If

samples irradiated to the same dose at the same tem-

perature have di�erent segregation behavior, the types

of grain boundaries in each sample could be di�erent.

The sample preparation process could produce samples

whose grain boundaries exhibit di�erent segregation

behavior even at the same temperature and dose. If each

sample has an inherently di�erent segregation behavior,

then the spread of the segregation data about the aver-

age would also be expected to be di�erent. In this sec-

tion, the variation of Ni±18Cr and Fe±20Cr±9Ni is

studied to examine the spread of the data about the

average.

As outlined above, the di�erence in sample-to-sam-

ple variation can be studied using an F-test. The F-test

examines the variation or spread in the measurements.

Table 5 shows the results of F-tests for the Ni±18Cr

and Fe±20Cr±9Ni alloys. For each sample pair in

Table 5, the sample variances, the test statistic U, and

the con®dence interval are listed. If the test statistic U
lies within the con®dence interval Fa, then the sample

variations are statistically equal. Both alloys show

consistency in the variance from sample-to-sample. For

most cases, the variation of the concentration mea-

surements from sample-to-sample irradiated at the

same experimental conditions are not statistically dif-

ferent. The comparison of variance indicates that the

majority of Ni±18Cr and Fe±20Cr±9Ni samples are

from the same population. Since the variation is the

same from sample-to-sample, the sample preparation

process does not appear to produce samples with in-

herently di�erent segregation behavior. Special care is

taken to ensure preparation of the samples does not

lead to variability. For a given alloy, all samples are

taken from the same lot of material. Additionally, for

samples on a given irradiation stage, all samples are

bundled together during heat treatment so that each

has the same temperature history.

Since systematic di�erences in temperature, dose, and

alloy cannot uniquely explain the di�erences in sample-

to-sample averages for the Ni±18Cr and Fe±20Cr±9Ni

alloys, the di�erences must come from the mechanism of

segregation or a non-systematic combination of tem-

perature, dose, and boundary type.

6. Mechanistic implications associated with variability

Intrinsic material characteristics can cause variability

in measured segregation. Grain boundary composition

measurements (AES) from the Fe±20Cr±9Ni alloy will

be used to examine this type of variability. By compar-

ing only AES measurements, any variability due to

measurement technique is normalized. Only irradia-

tion conditions for Fe±20Cr±9Ni that have passed both

the t- and F-tests will be examined. This ensures that no

statistical di�erences in mean or variance exist between

groups of measurements being studied.

6.1. Compositional inhomogeneity

Compositional inhomogeneity is proposed as a pos-

sible signi®cant cause of variability in grain boundary

compositions. Measurements falling far outside the

standard deviation are typical of scatter caused by

compositional inhomogeneity [11]. Fig. 10 plots the

kurtosis for the chromium, nickel, and iron concentra-

tions in Fe±20Cr±9Ni. The kurtosis is calculated from

the bulk composition distributions, the unirradiated

grain boundary distributions, and the distributions of

boundaries irradiated to 3 dpa. In each case, the kurtosis

is calculated from concentrations calculated from AES

measurements. The kurtosis is plotted relative to that of

a normal distribution. Therefore, positive values indi-

cate a sharper peak than a normal distribution and

negative values indicate a ¯atter distribution than a

normal distribution. The bulk composition distributions

all have positive kurtosis while the kurtosis from the

unirradiated grain boundary compositions are all nega-

tive. At 3 dpa, both the chromium and iron distribution

still have negative kurtosis. Since the kurtosis of the

chromium and iron distributions in the unirradiated

bulk material is positive (sharply peaked) but the kur-

tosis of the chromium and iron distribution on grain

boundaries is negative (¯atter), the chromium and iron

segregation is not primarily driven by the bulk compo-

sition. The nickel distribution does have a positive

kurtosis at 3 dpa, indicating that the grain boundary

composition distribution may be related to the bulk

composition distribution.
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6.2. Chromium distributions and grain boundary cracking

Estimates from percolation theory [18] suggest that

20±25% of grain boundaries need to be depleted below

the threshold chromium concentration for intergranular

stress corrosion cracking to occur. Fig. 10 shows that

the grain boundary chromium distributions in the Fe±

20Cr±9Ni alloy tend to be ¯atter than a normal dis-

tribution (negative kurtosis). If IASCC occurs when the

grain boundary Cr falls below a threshold concentra-

tion and if the average grain boundary chromium

concentration is greater than this threshold value, then

a ¯at distribution has a greater number of boundaries

with chromium concentrations less than the threshold

value than does a peaked distribution (see Fig. 11). For

this case, a ¯at distribution is more susceptible to en-

vironmental cracking than a peaked distribution with

the same average chromium concentration. For an

Table 5

Statistical analysis of sample variance in the Ni±18Cr and Fe±20Cr±9Ni alloys

Irradiation

condition

Sample 1

variance

Sample 2

variance

Test statistic U Con®dence

interval Fa (95%)

Are sample variances

statistically

equal (U < Fa)

Ni±18Cr

(temp., dpa)

400°C, 0.1 5.42 0.52 10.37 2.74 No

400°C, 0.3 2.43 0.50 4.82 2.81 No

400°C, 0.5 2.46 1.60 1.54 4.48 Yes

400°C, 0.5 2.46 1.95 1.26 3.58 Yes

400°C, 0.5 2.46 1.36 1.81 3.41 Yes

400°C, 0.5 2.46 1.35 1.81 3.41 Yes

400°C, 0.5 1.95 1.60 1.22 3.77 Yes

400°C, 0.5 1.60 1.36 1.17 3.06 Yes

400°C, 0.5 1.60 1.35 1.18 3.06 Yes

400°C, 0.5 1.95 1.36 1.43 2.84 Yes

400°C, 0.5 1.95 1.35 1.44 2.84 Yes

400°C, 0.5 1.36 1.35 1.00 2.86 Yes

400°C, 1.0 2.55 2.44 1.05 2.84 Yes

200°C, 0.5 1.92 0.69 2.79 3.33 Yes

300°C, 0.5 1.31 1.16 1.12 2.99 Yes

500°C, 0.5 4.97 4.40 1.13 3.87 Yes

Fe±20Cr±9Ni

400°C, 0.1 2.44 0.96 2.54 3.75 Yes

400°C, 1.0 1.09 1.79 1.64 2.86 Yes

400°C, 1.0 1.09 2.99 2.73 2.88 Yes

400°C, 1.0 1.09 1.57 1.44 2.86 Yes

400°C, 1.0 1.09 4.96 4.54 2.86 No

400°C, 1.0 1.79 2.99 1.67 3.20 Yes

400°C, 1.0 1.79 1.57 1.14 3.28 Yes

400°C, 1.0 1.79 4.96 2.77 3.28 Yes

400°C, 1.0 2.99 1.57 1.90 3.20 Yes

400°C, 1.0 2.99 4.96 1.66 3.05 Yes

400°C, 1.0 1.57 4.96 3.15 3.28 Yes

400°C, 3.0 2.29 3.46 1.52 2.63 Yes

Fig. 10. Kurtosis (measure of peakedness) as a function of lo-

cation and dose for Fe±20Cr±9Ni.
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average chromium concentration less than the critical

value, a peaked distribution is more susceptible to en-

vironmental cracking. Therefore, in looking for solu-

tions to irradiation assisted environmental cracking in

water cooled reactors, methods which produce a more

peaked distribution in chromium concentration while

maintaining the average chromium concentration

greater than a critical value will improve cracking re-

sistance.

6.3. Nickel distributions and swelling

Fig. 10 shows that nickel distributions in the irradi-

ated Fe±20Cr±9Ni alloy are more sharply peaked (pos-

itive kurtosis) than a normal distribution. Those alloys

with greater nickel enrichment have been shown to be

less prone to void swelling [19]. If a critical nickel con-

centration exists above which swelling becomes less

likely and if the average nickel concentration is less than

this critical value, then a ¯at distribution has a greater

number of boundaries with nickel concentrations greater

than the critical value than does a peaked distribution.

For this case, a ¯at distribution is less susceptible to

swelling than a peaked distribution with the same av-

erage nickel concentration (see Fig. 11). For an average

nickel concentration greater than the critical value, a

peaked distribution is less susceptible to swelling.

Therefore, in looking for solutions to swelling in ad-

vanced reactors, methods which produce a more peaked

distribution in nickel concentration while maintaining

the average nickel greater than a critical value will im-

prove swelling resistance.

6.4. The shape of the chromium and nickel distributions

As seen in Fig. 10, for irradiated grain boundaries

the kurtosis of the nickel distribution is positive and

the kurtosis of the chromium and iron distributions are

negative. The nickel distribution is more sharply

peaked, with the grain boundary nickel concentration

clustering around a narrower band of values than the

chromium and iron distributions. Carter et al. [12] have

shown that Ni pro®les in an ultra-high purity Fe±

20Cr±9Ni alloy are 2±3 nm narrower than Cr and Fe

pro®les. The intensity of the Auger electrons follows

the form

I�x� � I�0� eÿkx;

where k is the escape depth. If the Ni enrichment is

modeled approximately as

CNi�x� � Cbulk � �Cgb ÿ Cbulk� eÿkx;

where k determines the pro®le width, then the intensity

of Auger electrons measured at the grain boundary is

given by

Imeas
gb �

R1
0

CNi�x�I�x� dxR1
0

I�x� dx
� Cbulk � �Cgb ÿ Cbulk� k

k� k
:

We can calculate the sensitivity of the measured grain

boundary intensity with respect to the pro®le width (as

determined by the constant k)

dImeas
gb

dk
� �Cgb ÿ Cbulk� ÿk

k� k� �2 :

The narrower the pro®le (the larger k), the less sensitive

the measured Auger electron intensity is to changes in

the pro®le width. Therefore, since Ni pro®les tend to be

narrower than Cr or Fe pro®les, the concentrations

calculated from AES measurements would be expected

to have less variability. This is seen in the more sharply

peaked pro®les (positive kurtosis) for nickel.

7. Conclusions

The variability in grain boundary chromium con-

centration in irradiated samples was examined. The

larger variability in AES measurements as compared to

Fig. 11. For the same average concentrations, the shape of the

distribution determines the number of boundaries below a

threshold value.
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STEM-EDS measurements is caused by the method

by which the concentrations are calculated. Because

concentrations calculated from AES measurements

are sensitive to changes in the shape of the energy

intensity peak and concentrations calculated from

STEM-EDS measurements are not, the AES mea-

surements have a greater variability. Because the

scatter in AES data tends to be larger than in STEM-

EDS, studies using AES should strive to obtain greater

numbers of measurements to de®ne a good statistical

average.

Variability between samples irradiated to the same

dose and at the same temperature was also examined,

and a methodology for using statistical comparisons

was outlined. This methodology provides a statistical

comparison of calculated concentrations that allows

investigation of systematic di�erences in experimental

conditions such as temperature and dose. For the

measurements in this work, the methodology

shows that the variability in calculated concentrations

between samples does not correlate with any systematic

bias in the irradiation temperature, dose, or materi-

al condition. This statistical technique can be used

with any data set to increase con®dence in comparing

data from separate samples with ostensibly the same

history.

The distribution of concentration measurements was

examined to gain an understanding of the segregation

process. An examination of the kurtosis (peakedness) of

the concentration distributions for iron, chromium, and

nickel in irradiated Fe±20Cr±9Ni showed that this alloy

could be made less susceptible to environmental crack-

ing and void swelling by controlling both the average

chromium and nickel concentration and the shape of the

concentration distributions.
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